ABSTRACT: This paper approaches regulatory strategies against disinformation with two main goals: (i) exploring the policies recently implemented in different legal contexts to provide insight into both the risks they pose to free speech and their potential to address the rationales that motivated them, and (ii) to do so by bridging policy debates and recent social and communications studies findings on disinformation. An interdisciplinary theoretical framework informs both the paper’s scope (anchored on understandings of regulatory strategies and of disinformation) and the analysis of the legitimate motivations for states to establish statutory regulation that aims at disinformation. Departing from this analysis, I suggest an organisation of recently implemented and proposed policies into three groups based on their regulatory target: content, data, and structure. Combining the analysis of these three types of policies with the theoretical framework, I will argue that, in the realm of statutory regulation that aims at disinformation, state action is better off targeted at data or structure, as aiming at content represents disproportional risks to freedom of expression. Furthermore, content targeted regulation shows little potential to address the structural transformations on the public sphere of communications that, among other factors, influence current practices of production and spread of disinformation.
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RESUMO: Esse artigo aborda estratégias regulatórias contra a desinformação com dois objetivos principais. O primeiro é explorar regulações recentemente implementadas em diferentes contextos legais, com foco tanto nos riscos que representam para a liberdade de expressão, quanto no seu
potencial para solucionar as questões que as motivaram. O segundo objetivo é fazer tal análise através de uma conexão entre debates regulatórios e os recentes achados das ciências sociais e das ciências da comunicação sobre desinformação. Este marco teórico interdisciplinar informa tanto o escopo do artigo (ancorado em entendimentos de “estratégias regulatórias” e de “desinformação”) quanto a análise das motivações legítimas para que os Estados estabeleçam regulação estatutária que vise o combate à desinformação. Partindo desta análise, eu sugiro uma organização de políticas recentemente implementadas e propostas em três grupos, de acordo com o alvo regulatório: conteúdo, dados e estrutura. Combinando a análise desses três tipos de políticas com o marco teórico, eu argumento que, no âmbito da regulamentação estatutária, a ação estatal é melhor direcionada a dados ou estrutura, pois o objetivo de conteúdo não apenas representa riscos desproporcionais à liberdade de expressão, mas também mostra pouco potencial para abordar as transformações estruturais nas comunicações que marcam a esfera pública atual.
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INTRODUCTION

Following the 2016 Brexit referendum, a series of electoral processes drew the world’s attention to the possibility of the intentional and massive spread of false information through digital means. Shortly after, this sort of practice soon revealed itself to be a threat in and outside of electoral processes, as digital disinformation became a familiar contingency to various debates. Among public health, climate change, historic revisionism and others, disinformation revealed itself to be a dynamic phenomenon that has become more and more entrenched in contemporary communications by presenting itself in different forms.

As a result, we have witnessed different academic research strains aimed at understanding the multiple dimensions of disinformation and assessing suitable responses in recent years. Multidisciplinary works have

covered disinformation’s conceptual implications\(^4\), different forms\(^5\), and potential effects\(^6\), as well as possible countermeasures\(^7\). While some of these strings are being untangled, other aspects remain under dispute or are simply not proven, like the debated existence of political bots (whose functions would include spreading disinformation)\(^8\) or the assertion of a correlation between such strategies and poll results\(^9\). Even as these and other questions are publicly raised, disinformation remains a relevant phenomenon that bears fundamental societal risks.

In all the varied approaches to the topic, some common ground has been found in the idea that there is no single silver bullet. As a multi-layered phenomenon, disinformation is an expression of tensions and transformations that, despite being linked to digitalisation, result from a broader constellation of technological, social, and political factors\(^10\). For the policy debate, this means that fighting disinformation requires different responses from different actors. So, for instance, fact-checking and media literacy can be performed by journalistic or civil society organisations, and digital platforms can implement their own moderation and certification procedures. As I argue in this article, there is also an important role for state regulation.

This is where we start to enter even more complex territory, as governmental action towards digital disinformation mingles with the ever-delicate exercise of regulating freedom of expression – i.e., establishing rules regarding what can and cannot be said, published, and distributed. Even

\(^4\) MARWICK, Alice; LEWIS, Rebecca, *Media manipulation and disinformation online*, [s.l.]: Data & Society Research Institute, 2020.
\(^10\) This is a research perspective on technological transformation called “mediated democracy”, which will be further explored in Section 3 of this paper. In general, see HOFMANN, Jeanette, Mediated democracy – Linking digital technology to political agency, *Internet Policy Review*, v. 8, n. 2, 2019.
though every right can be subject to restrictions, freedom of expression is an indisputable pillar of modern democracies, and the line that separates these restrictions from state censorship can be thin.

In light of this, this paper’s main goals are (i) to explore regulatory strategies against disinformation currently on the table and provide insight into both the risks they pose to free speech and their potential to address the rationales that motivated them and (ii) to do so by bridging policy debates and recent social and communications studies findings on disinformation. To do that, I suggest to organise recently implemented and proposed policies into three groups based on their regulatory target: content, data, and structure. After this analysis, I will argue that, in terms of statutory regulation, state action is better off targeted at data or structure, as aiming at content represents disproportional risks to freedom of expression. Furthermore, content targeted regulation shows little potential to address the structural transformations on the public sphere of communications that, among other factors, condition current practices of production and spread of disinformation.

The paper is organised as follows. Section 1 explains the scope decisions and technical definitions that ground the key objects of study: regulatory strategies and disinformation. Section 2 approaches the regulation of disinformation, starting with an outline of the adequate regulatory rationales under consideration (item 2.1). Item 2.2 sets out a set of regulatory strategies against disinformation, classified according to their regulatory target. Item 3 analyses these strategies to extract key takeaways for the policy debate, and the paper is finished with the conclusions.

1 DEFINITIONS AND SCOPE

This paper rests on two main scope decisions. The first, regarding the concept of regulatory strategies, refers to the promulgation of rules by governments, accompanied by mechanisms for monitoring and enforcement. While recognising the need for actions from different stakeholders, I will focus on “the main instruments that the state can use to regulate directly”, i.e., statutory regulation proposed to or enacted by

parliament, the declared goal, rationales, or formal or informal motivations of which relate to the spread of online disinformation.

Disinformation is understood as “false or misleading information that is intentionally spread for profit, to create harm, or to advance political or ideological goals”\(^{13}\). This definition is in tune with conceptual literature on the topic, which attempts to make sense of the differing yet blurred communication practices that are part of what has been referred to as an “information disorder”\(^{14}\). Since the expansion of practices related to the spread of false information through digital means, the terminology has evolved to allow greater accuracy and differentiation among varying phenomena.

Even though the term “fake news” is still used, its mixed applications restrict its theoretical and technical relevance\(^{15}\). The conceptual debate in the English language builds, in large part, on the distinction between disinformation and misinformation – the latter being commonly referred to as information that is “false by definition”\(^{10}\) but has not been disseminated with a specific purpose to cause harm. Intent is recognised as the element that differentiates mis- and disinformation\(^{16}\), as “[d]isinformation is meant to deceive, while misinformation may be inadvertent or unintentional”\(^{17}\). While these two concepts hold structural relevance, different classifications vary in the additional typologies to this list\(^{18}\). These taxonomies allow for the distinction among practices with one element – falsehood – in common but that still vary considerably in terms of the risks they entail for individual and collective rights.

\(^{13}\) MARWICK, Alice et al., Critical Disinformation Studies – A Syllabus, [s.l.]: Center for Information, Technology and Public Life – University of North Carolina at Chapel Hill, 2021.

\(^{14}\) WARDLE, Claire; DERAKHSHAN, Hossein, Information Disorder: Toward an interdisciplinary framework for research and policy making, [s.l.]: Council of Europe, 2017.


\(^{16}\) For all, see WARDLE; DERAKHSHAN, Information Disorder: Toward an interdisciplinary framework for research and policy making.


The distinction between mis- and disinformation holds fundamental relevance for the debate about regulatory policies in liberal democracies, where counteractions against these practices mingle with the ever-delicate exercise of regulating freedom of expression. Because classifying and countering disinformation intrinsically depends on a judgement on the substance of expression – i.e., is it false? – countermeasures hold an increased risk of promoting chilling effects or even censorship. Ultimately, conceptions of truth and fact are a matter of perspective, the meaning of which, in a democracy, should be fairly and equally disputed by society.\(^{19}\) If statutory policy targets cases where the circulation of inaccurate or false information is not intentional, regulatory initiatives would be pushed even further away from legitimacy and compromise the “benefits of a noisy and unruly public arena”\(^{20}\). Throughout this paper, I will show that these risks may still not be neutralised even if we narrow policy debates down to disinformation.

Nonetheless, disinformation is still a phenomenon that bears fundamental societal risks, especially when it stands in the way of equal and fair participation in public debate. There are legitimate reasons for states to be concerned about and regulate disinformation, but they must be equally concerned that these interventions do not pose risks to freedom of speech.

2 REGULATING DISINFORMATION

2.1 Disinformation and regulatory rationales

Choosing regulatory strategies that impose minimal restrictions on free speech is in line with recent findings in social and communications sciences on the emergence and effects of disinformation trends. Beyond the usual rationales for regulating freedom of expression (e.g., by setting remedies for abuses) or media and communications structures (e.g., to assure access to plural information), I argue that the legitimate reasons to regulate in this context relate to (i) recent transformations in social communications
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20 JUNGHERR, Andreas; SCHROEDER, Ralph, Disinformation and the Structural Transformations of the Public Arena: Addressing the Actual Challenges to Democracy, Social Media + Society, v. 7, n. 1, 2021, p. 2.
and (ii) the “second-order effects”\textsuperscript{21} that disinformation potentially has on democracy.

The policy debate often rests on assumptions that digital disinformation, employed in and outside of electoral processes, is harming democratic institutions, the public arena of debate, and the integrity of electoral processes in particular. In this sense, disinformation is often linked to political polarisation\textsuperscript{22}, elections disruption\textsuperscript{23}, and far-right communication strategies, to mention a few. Although it is relevant to investigate current socio-political phenomena, empirical evidence on these theories is still disputed\textsuperscript{24}, which weakens their potential to support policy proposals.

Sharing Andreas Jungherr and Ralph Schroeder’s outlook, this paper approaches disinformation as “a symptom, and not a cause”\textsuperscript{25} of structural tensions and transformations that have “impacted information flows and attention allocation”\textsuperscript{26} in the public arena. This perspective carries far-reaching implications because if these transformations are not accounted for and consequently addressed by public policy, the dispute over truth or falsity by itself has little to no potential to remedy the structural challenges and harmful effects that accrue from the current digital communications landscape. These transformations are in great part connected to digitalisation and the emergence of digital platforms as information intermediaries. In an effort to name these transformations, the authors highlight how digital platforms are now “an integral part of the public arena as they provide complementary opportunities for distributing information and political messages in addition to those provided by news media and political organizations”\textsuperscript{27}. These opportunities are shaped by the practices through which platforms exert influence over information fluxes (like content moderation and algorithm curation), which ultimately means that “how messages are disseminated on these platforms and their internal governance processes matter now beyond

\begin{thebibliography}{99}
\bibitem{21} KARPFF, On Digital Disinformation and Democratic Myths.
\bibitem{22} BARBERÁ, Pablo, Social Media, Echo Chambers, and Political Polarization, in: PERSILY, Nathaniel; TUCKER, Joshua A. (Orgs.), Social media and democracy: the state of the field, prospects for reform, Cambridge: Cambridge University Press, 2020, p. 345.
\bibitem{23} FARIS et al, Partisanship, Propaganda, and Disinformation: Online Media and the 2016 U.S. Presidential Election.
\bibitem{24} For an overview of these disputes, see BARBERÁ, Social Media, Echo Chambers, and Political Polarization.
\bibitem{25} JUNGHERR; SCHROEDER, Disinformation and the Structural Transformations of the Public Arena, p. 2.
\bibitem{26} Ibid.
\bibitem{27} JUNGHERR; SCHROEDER, Disinformation and the Structural Transformations of the Public Arena, p. 4.
\end{thebibliography}
the narrow confines of their businesses”\(^{(28)}\). Connected to the emergence of digital intermediaries are other transformations relating to forms of message amplification, impacts on legacy media business models, and lack of transparency on how these intermediaries operate\(^{(29)}\).

Although digitalised communications play an important role, the transformations in communication and socio-political practices to which disinformation refers are not connected exclusively to digitalisation. As proposed by Jeanette Hofmann, the relationship between technology and democracies is better approached by a “co-constitution” lense, according to which democracy and technology are connected “through a co-evolutionary process of mutual enabling”\(^{(30)}\) rather than a causal link. Ultimately, this means not only that communication technologies and democracy shape each other but also that they are inserted in a “macro-level constellation of social change”, which is affected by different socio-political factors. Building on Manuel Castells, Hofmann expressly approaches the current crisis of western democracies as an example of this multisided relationship, arguing that “the decay of conventional channels of political expression” cannot be single handily pinned on digitalisation since “core representative institutions began losing support and stability long before the internet advanced as a medium for ‘mass self-communication’”\(^{(31)}\). It is worth highlighting that, for the policy debate, the adoption of this co-constitution perspective of democracy and technology does not imply that democracy is unaffected by digital technologies or even by disinformation. Rather, it means that addressing disinformation as a single negative externality overlooks other relevant factors and stifles the search for solutions. Yochai Benkler adopted a similar approach when writing about foreign interference in the 2016 American elections. Grounded in the realisation that “evidence of action is not evidence of influence”, the author states that the eventual success of disinformation or propaganda strategies in the country must be interpreted “in the context of long-term patterns of loss of trust in institutions, including mainstream media, and the deep alienation of the past decade since the Great Recession”\(^{(32)}\).

\(^{(28)}\) JUNGHERR; SCHROEDER, Disinformation and the Structural Transformations of the Public Arena, p. 4.
\(^{(29)}\) JUNGHERR; SCHROEDER, Disinformation and the Structural Transformations of the Public Arena, p. 5-8.
\(^{(30)}\) HOFMANN, Mediated democracy – Linking digital technology to political agency.
\(^{(31)}\) Ibid.
\(^{(32)}\) BENKLER, Yochai, Cautionary Notes on Disinformation and the Origins of Distrust, MediaWell, Social Science Research Council, 2019. Available at: https://mediawell.ssrc.org/expert-reflections/cautionary-notes
These approaches provide two key takeaways for the policy debate. First, in terms of strategy, it means that, as highlighted before, countermeasures will come from multilevel actors, and state regulation is far from being a single effective solution. This coincides with much of the literature acknowledging that fighting disinformation requires different responses from different actors. Whilst fact-checking and media literacy can be performed by journalistic or civil society organisations, and digital platforms can implement their own moderation and certification procedures, state regulation also plays an important role in the form of public policies implemented by legislation, which will be discussed in the next section. Second, in terms of regulatory legitimacy, motivations for state action against disinformation should not be founded on necessary causal links between disinformation and concrete results such as electoral outcomes or polarisation. Even though this link might exist, indicate that disinformation and such results are related is a non-structural way, rather then as causal pointers.

This is a crucial point because, as noted by David Karpf, “online disinformation and propaganda do not have to be particularly effective at duping voters or directly altering electoral outcomes in order to be fundamentally toxic to a well-functioning democracy”. Assumptions that disinformation leads to polarization or that it affects electoral outcomes are not only disputed but also unnecessary because there are “second-order effects” that already undermine democratic institutions and the “governing norms that stand as a bulwark against elite corruption and abuse of power”. The author’s perception aligns with other theories that identify risks that disinformation poses to trust in democratic institutions and even to fundamental rights. For instance, disinformation can “contribute to increased doubts in political and media institutions and [...] contribute to the destabilization of political systems.”
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37 JUNGHERR; SCHROEDER, Disinformation and the Structural Transformations of the Public Arena, p. 3.
and individuals in vulnerable situations and affects a wide range of human rights, including economic, social, cultural, civil and political rights, in which cases its effects surpass communications and rhetoric to translate into discrimination and hatred against minorities, immigrants and other marginalized communities.\(^{38}\) Disinformation also undermines “public confidence in mainstream media”\(^{39}\) in different ways (such as by discrediting, impersonating, or accusing) and “the very existence of online misinformation resembling a journalistic product can diminish the credibility of legitimate news”\(^{40}\).

This shows that appropriate regulatory rationales for disinformation cannot be narrowed down to a dispute over facts. Legitimate motivation for statutory regulation are those that address digital disinformation beyond an information quality perspective. This does not exclude speech-related counteractions from the broader debate – it is still important to dispute facts and meanings in the public sphere, this should be done outside of statutory and abstractly applicable regulation. Let aside the role of courts – who, restrained by their procedural and constitutional limitations, legitimately seek for the truth in an ex post case-by-case basis – there is not a legitimate locus for arbitration inside state coercion.

### 2.2 Regulatory strategies against disinformation

Statutory regulation initiatives against disinformation have continuously grown in different national contexts since 2017, notably after Brexit and the 2016 American election campaigns\(^{41}\). Since then, several
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39 OGNYANOVA et al, Misinformation in action.

40 OGNYANOVA et al, Misinformation in action.

41 The role of states in disinformation counteraction is not restricted to formal legislation. It also includes other sorts of public policy beyond this paper’s scope, like police task forces, institutional support, encouraging fact-checking and media literacy initiatives (MARSDE, Chris; MEYER, Trisha; BROWN, Ian, *Platform values and democratic elections: How can the law regulate digital disinformation?*, *Computer Law & Security Review*, v. 36, p. 105373, 2020, p. 3) and even enhancing cybersecurity. Further, as this paper looks exclusively at statutory legislation, it will not approach institutional solutions decentred from the state, such as the negotiation of voluntary measures, for example, the European Code of Conduct (See DURACH, Flavia; BĂRGĂOANU, Alina; NASTASIU, Cătălina, *Tackling Disinformation: EU Regulation of the Digital Space*, *Romanian Journal of European Affairs*, v. 20, n. 1, 2020) and the Australian Code of Practice on Disinformation and Misinformation (The Code was elaborated by digital platform providers represented by the Digital Industry Group Inc. (DIGI) upon a recommendation of the Australian Media and Communications Authority (ACMA). The Code is available at: https://digi.org.au/disinformation-code/. Accessed on: 10 jun. 2021. For more on the Australian framework, see CARSON, Andrea; FALLON, Liam, *Fighting Fake News: A study of online misinformation regulation in the Asia Pacific.*, [s.l.]: La Trobe University, 2021).
countries have enacted regulations aiming to combat disinformation in and outside of electoral processes, a trend enhanced in volume and justification by the Covid-19 pandemic (which brought the spread of public health-related disinformation to light)\textsuperscript{42}. Previous works have accounted for these regulatory strategies against disinformation and classified them based on different criteria, such as the institutional arrangement\textsuperscript{43}.

In this paper, I propose that we separate statutory regulation (approved or under discussion in parliament) into three groups, according to their regulatory target: those aiming at individual expression, i.e., the content of the message itself; those aiming at the collection, handling, and use of personal data for disinformation ends; and those that implement structural regulation of digital intermediaries. These three categories are the result of research on global regulatory strategies against disinformation collected from pre-existing policy repositories that describe these initiatives in English\textsuperscript{44}.

It should be highlighted that these three categories of regulatory targets are not static. A regulatory target is understood here as the object to which regulation intends to conform\textsuperscript{45}, not necessarily the subject affected by the regulation (even though this element is still important). So, for instance, while policies that regulate data or structure have the potential to bind corporate bodies almost exclusively, content regulation refers to individual or corporate behaviour (as will be clarified in the following section).


\textsuperscript{43} VALENTE, Regulando desinformação e fake news.

\textsuperscript{44} The repositories that were initially consulted are the Poynter Institute’s “A guide to anti-misinformation actions around the world”. Available at: https://www.poynter.org/ifcn/anti-misinformation-actions/. Accessed on: 10 jan. 2020); the Law Library of Congress Reports “Initiatives to Counter Fake News in Selected Countries”. Available at: https://digitalcommons.unl.edu/scholcom/179/. Accessed on: 06 jun. 2021; and “Government Responses to Disinformation on Social Media Platforms”. Available at: https://digitalcommons.unl.edu/cgi/viewcontent.cgi?article=1180&context=scholcom. Accessed on: 06 jun. 2021); and CARSON; FALLON, Fighting Fake News: A study of online misinformation regulation in the Asia Pacific. A Study of Online Misinformation Regulation in the Asia Pacific, La Trobe University. Available at: https://www.latrobe.edu.au/__data/assets/pdf_file/0019/1203553/carson-fake-news.pdf. Accessed on: 06 jun. 2021). Besides these repositories, further academic literature and media reports were used to provide insights and context for regulatory experiences. All these other sources are cited throughout the paper.

\textsuperscript{45} This is similar to the explanation used by Lyria Bennet-Moses in MOSES, Lyria Bennett, How to Think about Law, Regulation and Technology: Problems with ‘Technology’ as a Regulatory Target, \textit{Law, Innovation and Technology}, v. 5, n. 1, p. 1-20, 2013. The literature accounts for different ways of referencing regulatory targets, which can also be understood as the “the individual or organization to which a regulatory instrument applies” (COGLIANESE, Cary, Engaging Business in the Regulation of Nanotechnology, in: BOSSO, Christopher J. (Org.), \textit{Governing uncertainty: environmental regulation in the age of nanotechnology}, Washington, DC: RFF Press, 2010.)
Nevertheless, the element that the policies aim to influence – the element on which the rationale rests – is content.

Also, as I will show, a single strategy can affect more than one target. Additionally, these three groups do not intend to consider all possible targets or regulatory strategies related to disinformation. Since disinformation is such an intricate phenomenon, the idea behind this taxonomy is to better understand policy options currently on the table, their rationales, and implications for fundamental rights. In the next subsections, I will describe each one of these groups of policies and their recent implementation or consideration in different experiences.

2.2.1 Content

Policies aimed at content deem disinformation an illegal type of speech and thus something that must be banned from circulation. This includes a variety of mechanisms with the potential to restrict freedom of expression to different degrees.

Some of these policies are directed at deterring individuals from producing, publishing, distributing, or spreading disinformation in any way by imposing criminal or civil liability. This can be done through a diverse set of commands, like, for instance, the creation of new criminal provisions. In this sense, Brazilian Law 13.834/2019 criminalises accusing someone of a crime or infraction of which they are innocent with electoral purposes, thus prompting administrative and criminal investigations46. Other examples have gained international attention, such as the case of Ethiopia, where Proclamation 1185/2020 provides for imprisonment sanctions against individuals who disseminate disinformation or hate speech by means of broadcasting, print, or social media47. Similar provisions were also approved, for instance, in Malaysia48, Cambodia49 and Kenya50. Besides the creation of
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new types of crimes, the enhancement of pre-existing penalties for speech abuses is also possible. E.g. in Denmark\textsuperscript{51} a 2019 amendment to the Criminal Act added activities that affect public opinion among the unlawful speech abuses by foreign governments as a clear way to avoid foreign disruption in elections\textsuperscript{52}.

Policies aimed at content can be directed not only at individuals but also at information intermediaries. These policies include legislations that impose duties of removal of disinformation content on digital platforms, which have the potential to disproportionately curtail protected speech, as they force intermediaries “to make highly context-sensitive decisions within tight time frames and based on insufficient available information”\textsuperscript{53}. This is the case for China, where article 47 of the Cybersecurity Law requires platforms to take appropriate measures in the face of disinformation\textsuperscript{54}. Regulation can also target media services and digital platforms, as does French Law 2018-2012, which “enables the transmission of foreign state-controlled radio and television services that broadcast disinformation to be curtailed, or temporarily suspended, prior to elections”\textsuperscript{55}. In the face of disinformation, an interested party can apply to a judge for an expedited order requiring that providers of online communication services take necessary steps to prevent continuing diffusion of false information\textsuperscript{56}. The interruption of communication services as a remedy for disinformation can also take more authoritarian forms. In Belarus, media legislation was amended in 2018 to allow the Ministry of Information to block social media platforms and hold website owners liable for hosting content deemed false, defamatory, or harmful to the national

\textsuperscript{52} https://digitalcommons.unl.edu/cgi/viewcontent.cgi?article=1180&context=scholcom
\textsuperscript{53} SCHULZ, Wolfgang, \textit{Roles and Responsibilities of Information Intermediaries: Fighting Misinformation as a Test Case for Human-Rights Respecting Governance of Social Media Platforms}, [s.l.]: Hoover Institution, Stanford University, 2019, p. 17.
\textsuperscript{55} CRAUFURD SMITH, Rachael, Fake news, French Law and democratic legitimacy: lessons for the United Kingdom?, \textit{Journal of Media Law}, v. 11, n. 1, p. 52-81, 2019, p. 52. As the author highlights, the French Law adopts “a more holistic approach” (p. 58) based on three strands designed to curb foreign state disinformation: to prevent further online transmission of false information prior to elections (i.e., the case of the policy described here); to ensure greater transparency in the operation of online communication platforms; and to stimulate new educational initiatives. Some of these strategies do not encompass content regulation and will be discussed in other sections of this paper.
\textsuperscript{56} \textit{Ibid.}, p. 60.
interest (without warning or judicial oversight)\(^{57}\). In this case, the provision was accompanied by other internet and media targeted policies that have so far resulted in arrests of journalists and persecution of political dissent\(^{58}\). Similarly, in 2019, the Cambodian government announced it would revoke licenses “of print and online media outlets distributing ‘fake news’ deemed to be a danger to national security”\(^{59}\), and even though the measure did not come into force, local NGOs still report the use of cybercrime and other legislations under the guise of disinformation combat to crack down on political dissent\(^{60}\).

For the sake of nuance, it is important to highlight that these examples encompass policies with very different impacts on speech. For instance, subjecting proponents of a certain type of individual expression to incarceration jeopardises individual liberties more severely than generating incentives for intermediaries to over-restrict access to content would. Even though the latter still represents a threat of troubling effects that should not be taken lightly\(^{61}\), in the first case, risks to freedom of expression is worsened by the threat of incarceration, which also jeopardises one’s right to liberty and possibly physical and mental integrity. Similarly, employing judicial oversight over a possible disinformation countermeasure (like in France) is within the design of courts in liberal democracies\(^{62}\) and does not threaten freedom of expression to the same extent as arbitrary executive branch decisions. National context is also a relevant factor. The examples of Belarus and Cambodia show us that when regulation against disinformation is part of a broader authoritarian legal framework, it is mixed with subterfuge for
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persecution political opponents – as was reported to have happened in Egypt, China, and the United Arab Emirates as well\(^{63}\).

Nevertheless, provisions that establish countermeasures for disinformation based on content essentially rest on an understanding of truth or falsity that can either be pre-established in legislation or left to the discretion of the body responsible for enforcing them. This will ultimately lead to imposing one version of facts – whether it be judges’, executive authorities’, or platforms’ – over others. Even though it is to varying degrees, strategies based on a concept of disinformation will inevitably steer the dispute over truth and fact away from where it belongs – in society and public debate.

Provisions for abuses of freedom of expression are entailed in liberal democracies’ constitutional systems, which presume the possibility of restricting fundamental rights when it conflicts with other guarantees. Terrorist content and hate speech, for instance, are prohibited because they notably impose severe risks to third-party rights. But disinformation rests in a greyer area. Other than the cases where it is paired with other sorts of online harms, like hate speech, defamation, or harassment (and can ultimately lead to concrete violence against vulnerable groups\(^{64}\)), disinformation should not be necessarily illegal, as a great part of its forms can be considered legitimate expression. Depending on the conceptual framework, many different conducts can qualify as such, from information that is displaced from its original context to parodies and completely made-up facts – all of which could still be placed in the realm of legitimate speech, depending on the circumstances of each case. In fact, one could argue that even the regular adjudication of plain illegal speech, which is usually left up to courts, will inevitably rely on the judge’s interpretation and perspective of the facts under consideration\(^{65}\). This inherent risk in arbitrating speech is severely higher if this task is handed to administrative authorities without judicial oversight, given their unfettered discretion, opening up the possibility for abuse and arbitrary decision-making\(^{66}\). Finally, content-targeted policies do


\(^{64}\) SCHULZ, Wolfgang, Roles and Responsibilities of Information Intermediaries: Fighting Misinformation as a Test Case for Human-Rights Respecting Governance of Social Media Platforms, [s.l.]: Hoover Institution, Stanford University, 2019, p. 17


\(^{66}\) KHAN, Disinformation and freedom of opinion and expression., p. 11.
not promise efficiency, especially when they are applied to individuals. They overlook how orchestrated and structured disinformation campaigns operate, particularly when what differentiates their reach potential is not individual conduct but the characteristics of digital communications that they rest on – for instance, the possibility of using personal data for political microtargeting. In fact, digital platforms’ influence over information and attention fluxes rests in large part on the use of personal data, which also makes it a relevant target for regulatory policies.

2.2.2 Data

Policies that target data are represented by legal frameworks that regulate the collection, treatment, and storage of personal data for different purposes. These regulations approach data protection across sectors to protect rights holders in increasingly digitalised economies. This strain is represented by the enactment or updating of laws dedicated to data protection, most often based on “the guarantee of a fundamental right and the realization of this right by means of a legal regime of data protection, in the form of a general law on the subject”

In digital disinformation debates, the use of data is specifically related to the use of political microtargeting techniques that are meant to distribute content to a segmented audience. Microtargeting is “a form of online targeted advertising that analyses personal data to identify the interests of a specific audience or individual in order to influence their actions.” This logic is embedded, for instance, in the core of social media platforms’ business models, which target users with advertisements tailored to their preferences. Similarly, political microtargeting “involves collecting and analysing people’s personal data to send them tailored political messages” and thus introduces information “while targeting promising individuals or groups specifically and out of sight of the public arena.”
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68 WALKER, Shawn; MERCEA, Dan; BASTOS, Marco, The disinformation landscape and the lockdown of social platforms, Information, Communication & Society, v. 22, n. 11, p. 1531-1543, 2019.
71 JUNGHERR; SCHROEDER, Disinformation and the Structural Transformations of the Public Arena, p. 3.
political microtargeting is “data gathered from citizens’ online presentation and behaviour, including from their social media use”\textsuperscript{72}. This means that the kind of data that informs political microtargeting is likely to include ethnicity, ideologies, and political and religious beliefs, among other types of information concerning which users can be further discriminated. Differentiating political microtargeting from mere microtargeting for policy purposes entails a complicated exercise of interpretation – what is political, after all? – with potential to impose stricter rules based on content.

Even though microtargeted disinformation can be used in different contexts, it is in the realm of electoral legislation that data appears as a target for regulation against disinformation, as “online disinformation and unlawful political microtargeting represent a threat to elections around the globe”\textsuperscript{73}. Data-based political advertisement has been at the centre of disinformation strategies in different national contexts\textsuperscript{74}, raising concerns beyond the protection of citizens’ privacy and data protection\textsuperscript{75}. Electoral frameworks can vary across countries, but they are commonly built on the assumption that the electoral period requires qualified protection for speech, access to information, and opinion formation guarantees\textsuperscript{76}. This presumes that all information will circulate to everyone. In this sense, political microtargeting has a doubled potential to interfere with elections, both when it harmful manipulates information being distributed and when it restricts plurality by excluding people who are not targeted from the debate\textsuperscript{77}. Distribution of disinformation in electoral contexts has been associated with “harming the political debate, excluding populations from it, and even making individual autonomy vulnerable in invisible and unexpected ways”\textsuperscript{78}.

\textsuperscript{72} NENADIĆ, Iva, Unpacking the “European approach” to tackling challenges of disinformation and political manipulation, Internet Policy Review, v. 8, n. 4, 2019, p. 6.
\textsuperscript{73} Ibid., p. 2.
\textsuperscript{74} CADWALLADR, The great British Brexit robbery: how our democracy was hijacked; EVANGELISTA; BRUNO, WhatsApp and political instability in Brazil; DOBBER, Tom; Ô FATHAIGH, Ronan; ZUIDERVEEN BORGESIUS, Frederik J., The regulation of online political micro-targeting in Europe, Internet Policy Review, v. 8, n. 4, 2019.
\textsuperscript{75} However, guaranteeing the integrity of data-driven elections encompasses concerns that go beyond disinformation. See BENNET, Colin J.; ODURO-MARFO, Smith, Privacy, Voter Surveillance and Democratic Engagement: Challenges for Data Protection Authorities., [s.l.]: University of Victoria, 2019. BENNET, Colin J.; LYON, David, Data-driven elections: implications and challenges for democratic societies, Internet Policy Review, v. 8, n. 4, 2019.
\textsuperscript{76} CRUZ, Francisco Brito, Novo jogo, velhas regras: democracia e direito na era da nova propaganda politica e das fake news, Belo Horizonte, MG: Grupo Editorial Letramento, Casa do Direito, 2020, p. 297.
\textsuperscript{77} CRUZ, Novo jogo, velhas regras.
\textsuperscript{78} Ibid., p. 377.
Thus, there is a case for “strengthening enforcement of data protection legislation in electoral contexts”\(^{79}\). In general, data protection legislation already serves different aspects that regulate the use of political microtargeting in electoral processes. As noted by Francisco Brito Cruz, they can limit data collection (e.g., by prohibiting unlawful surveillance or commercialisation of voters databases), data sharing (by prohibiting international data transfer in specific purposes, possibly electoral), and data management, as in cases where there is a deviation from the purposes authorised by the agent. In several countries, these constraints have been carried out by personal data protection rules and by authorities that enforce these rules\(^{80}\). Specific mechanisms may include restrictions on data gathering and accumulation for political microtargeting purposes – like in Japan, where “the capture of personal data on the electorate, and the communication of personalised political messaging” is understood to be “largely prohibited” by the current legislation\(^{81}\).

Depending on how they are carved in legislation, limitation or prohibition of use of data for “political purposes” are likely to lead to another intricate exercise of interpretation regarding what is a political purpose or not. The electoral time frame can provide a more stable criterion – however, in a highly digitalised public sphere, electoral campaigning is submitted to transformations of its own, which means that the relevance of such time frames as the key moment for political communication is diminished. Political content standards based on characteristics of a certain kind of message will probably be fully subjected to the perception of their enforcer, and therefore provide less legal certainty.

Either via general or disinformation specific regulation, data is a relevant target for public policies because of its role in feeding the dynamics of information distribution in digital platforms. This means that aiming at data would in theory promise better results. Along with how and what for these companies use data, there a series of other aspects of their business models that are a relevant for disinformation regulation, as I will show in the next section.

\(^{79}\) NENADIĆ, Unpacking the “European approach” to tackling challenges of disinformation and political manipulation, p. 13; CRUZ, Novo jogo, velhas regras, p. 376-378.

\(^{80}\) CRUZ, Novo jogo, velhas regras, p. 377.

\(^{81}\) BENNET; ODURO-MARFO, Privacy, Voter Surveillance and Democratic Engagement: Challenges for Data Protection Authorities., p. 6.
2.2.3 Structure

As per the third and last group of measures, policies focusing on structure regulate the digital platforms serving as one of the means to distribute disinformation. These initiatives target the business models of such actors, with a particular focus on technological tools, practices, and the criteria on which they operate.

By “policies aimed at structure”, I mean the mechanisms meant to imbue digital platform’s business models with “a new ethics of responsible platforms, which can provide certainty, fairness and accountability of enforcement of speech rules, but ensure that speech control is strictly autonomous from the state.” Overall, they implement “incentives for the platforms to modify their operations” through different means, including “the introduction of government mandated responsibilities; data and privacy protection measures; the use of codes of practice; and measures to strengthen skills and training policies.” Regulations focused on structure do not hang on disinformation specifically but rather address aspects of platforms’ business models that exert influence on information and attention fluxes of different natures, thus impacting the distribution of a diversity of online harms. Even so, mis- and disinformation are usually perceived, or even expressly listed, as regulatory motivations of structure regulation proposals.

Some part of European literature distinguishes a regulatory trend towards structural regulation through expressions such as “a shift from liability to responsibility” or “from liability to duty”. These terms attempt to distinguish regulatory initiatives in recent years that entail “the need for..."
proactive measures”89 from dominant liability-centred models, which still characterise online content regulation frameworks by carving out conditions for the civil liability of digital platforms over user-generated content90. While different authors will include different types of regulatory strategies under what is understood here as the responsibility of digitals platforms91, there are a few common suspects – like duties of notification and due process in content moderation, obligations of setting user-centred flagging tools92, and the very popular obligations of transparency.

In fact, the latter is a key mechanism of structure regulation. It seeks to bring more clarity to digital platforms’ operations, like the criteria for and effects of content moderation decisions93 and “the black box of algorithm decision-making”94. Notwithstanding critiques of its ambiguity and flexibility95, or even of the use of transparency as a “policy panacea”96, recent regulatory approaches provide, for instance, the delivery of transparency reports on content moderation decisions – a trend that came to light with the German law Netzwerkdurchsetzungsgesetz – NetzDG97 and is now part of policy proposals under discussion in Brazil98 and in Europe (where transparency is one of the pillars of the Digital Services Act proposals99). Requirements

92 CRAUFURD SMITH, Fake news, French Law and democratic legitimacy, p. 62.
96 RIEDER; HOFMANN, Towards platform observability.
97 The 2017 Netzwerkdurchsetzungsgesetz – NetzDG Act is not a disinformation-targeted law. It requires social media platforms to implement procedures that allow users to report illegal content, notably, the 22 criminal conducts already provided in Germany’s Criminal Code. According to its terms, “manifestly unlawful” content needs to be removed within 24 hours of notification (or possibly after seven days or more, with terms to be agreed upon with law enforcement authority). Beside removals, Section 2 requires platforms to periodically publish transparency reports on the number of complaints received and how they were handled by the platform. HELDT, Amélie, Reading between the lines and the numbers: an analysis of the first NetzDG reports, Internet Policy Review, v. 8, n. 2, 2019.
of transparency for advertisers and especially of political campaigns is also a trend reflected, for example, in the 2021 European Commission public consultation on improving transparency in political advertisement online and offline\(^{100}\), in the Brazilian proposals mentioned before, and French Law 2018-1202 (according to which platforms must publish details of the measures taken and report annually on progress in these areas\(^{101}\)).

Also, in the realm of structure there are a diversity of measures that can generate different types of incentives and impact platforms and users’ rights to different degrees. Obligations of content removal, for instance, require attention for the incentives they generate\(^{102}\). There is a mix of regulatory targets in these cases, as monitoring obligations are aimed at platforms, but obligations of removal are very much centred on content. Here, the lines between content and structure regulations are blurry, and warnings of risks to freedom of expression are due. Obligations of content removal\(^{103}\) are known to delegate the job of arbitrating the scope of freedom of expression to private platforms, raising immediate concerns about incentives for over-blocking\(^{104}\).

As a relatively recent trend, structural regulation does not yet rest on empirical results. In turn, its legitimacy can be justified in different ways, among which are social media platforms’ “unique public role” in communications\(^{105}\); their “systemic opinion power [...] to create dependences and influence other players in a democracy”\(^{106}\); or the fact that such companies’ decide on collective behaviour behind closed doors and therefore need to be imbued with “procedural values”, such as “the rule of law, due process and transparency”, as well as “participation in


\(^{101}\) CRAUFURD SMITH, Fake news, French Law and democratic legitimacy, p. 62.

\(^{102}\) NENADIĆ, Unpacking the “European approach” to tackling challenges of disinformation and political manipulation.

\(^{103}\) An example would be the German NetzDG mentioned above.

\(^{104}\) SCHULZ, WOLFGANG, Roles and Responsibilities of Information Intermediaries: Fighting Misinformation as a Test Case for Human-Rights Respecting Governance of Social Media Platforms.


decision making”\textsuperscript{107}. For aiming at defining aspects of platforms’ business practices – including the ones that allow them to exert influence over online communications – structural regulation bears relevant potential to countermeasure disinformation and other sorts of online harms. However, their potential to actually shift power imbalances does not meet the same enthusiasm.

3 ANALYSIS

The literature analysed in section 2.1 suggests that disinformation as a socio-political phenomenon cannot be approached as the single cause of democratic crisis or presumed shifts in opinion formation processes – either due to the lack of consensus on empirical evidence, or simply because this approach overlooks its complexity. As proposed by the concept of mediated democracy, a series of different co-existing conditions enable “possibilities of political action without determining them”\textsuperscript{108}, from which I inferred that understanding recent forms of disinformation and its effects goes beyond looking at how technologies impact democratic institutions. Among the different conditions that deserve attention, this paper looks at what is needed from statutory regulation, notably in the realm of digital communications policies.

Out of the three groups of regulatory strategies herein described, the ones aimed at content pose the most severe risks to freedom of expression and even to civil liberties. This is because strategies aimed at banning content (i) will inevitably rest on a certain understanding of truth, and when enforced, (ii) will privilege the understanding of the enforcer over others, removing the dispute over facts and perspectives from where it originally belongs – in societal debate. Further, strategies aimed at content show the least promise of addressing the transformations in communication practices introduced by digitalisation, which sets the conditions for the spread of disinformation and other sorts of harms in a wide extent. Therefore, statutory regulation aiming at providing countermeasures for disinformation should not be aimed at content. This does not necessarily mean that content is not a target for statutory regulation under any circumstances. Liberal democracies


\textsuperscript{108} HOFMANN, Mediated democracy – Linking digital technology to political agency.
that are supported, among other pillars, by a right to freedom of expression must also provide and prepare for hypotheses of abuses to this right and its collision with other fundamental guarantees. Freedom of expression is usually legitimately restricted, for instance, to avoid the circulation of illegal harmful speech, but this is not necessarily the case of disinformation.

Considering the policy options approached in this paper, free speech will be restricted the least if regulation aims at data and structure, which are policies aimed at curbing disinformation or minimising its impacts, instead of plainly removing or criminalising disputed facts. Still, this does not mean these policies represent no risks at all. For instance, regulating data usage affects information circulation, and specifically in electoral contexts, it can end up limiting the circulation of legitimate communication from political parties. Furthermore, and as mentioned previously, restrictions of data usage pinned on “political content” or “political purposes” will also ultimately entail subjective interpretations. Nonetheless, data remains a relevant target for disinformation regulation. Both general data protection regulations, provisions aiming at elections or even at political purposes, will present proportionally less risks to speech guarantees and fundamental liberties. Setting aside the importance of general data protection regulation in digitalised societies, they do implement minimum safeguards to different stages of data collection and treatment, binding digital platforms and other actors that engage in illegal uses of data for disinformation purposes. In fact, even provisions that restrict the use for political purposes hold at least rhetorical relevance, as they are part of a bigger societal conversation about what sort of economic, political or ideological interests microtargeting technologies should support.

Similarly, depending on the kind of incentive generated by structure regulation, risks for speech will still be relevant. Incentives for removal of content by platforms deserve double attention, as they might overlap with targeting content. The shift towards structural responsibility for digital platforms is welcome, at least as a new attempt to steer digital platforms’ operations towards the public interest. Nevertheless, these policies still function very much inside the power structures in place instead of actually challenging them, and their results are yet to be seen. In fact, one could even argue that they grant even more power to digital platforms, since they
recognize the legitimacy of their current operations and enable internal decision making on compliance standards$^{109}$.

Aiming at structure and data is promising because it aligns with the legitimate rationales for disinformation regulation described in section 2.1. The use of data by and general practices of digital platforms are relevant factors that contribute to the transformations of the public sphere$^{110}$, allowing for the spread of the phenomena included in the current information disorder, as well as for a series of online harms. Influence in information and attention fluxes, for instance, are ultimately promoted by the technological tools that generate engagement by determining content distribution, allowing for digital platforms’ advertising targeting business models to thrive. Moreover, criteria upon which these fluxes operate remains opaque, and thus above public scrutiny. The impacts of these transformations go beyond the experience of online communications and affect legacy media and governments, which increasingly rely on platforms to communicate with their constituencies$^{111}$.

A grain of salt is due, as a reminder that regulation of data and structure are not complete responses to the scenarios of disinformation and distrust in democratic institutions. Still, they allow us to address some of these transformations without creating ineffective and illegitimate policies with the potential to become weapons of mass repression. On the other hand, their early age means that empirical data on the success of these regulatory strategies is still missing.

Lastly, while content should stay out of statutory regulation, it remains very much at the centre of countermeasures against disinformation performed by non-state actors. Independent fact-checking, media literacy, and professional journalism should take the lead in assuring dissent and democratic dispute over facts and truth.

CONCLUSIONS

As regulatory efforts towards disinformation continuously increase, this paper offered an analysis of a set of policies under discussion and implementation in different legal backgrounds. Its main finding is that current
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disinformation practices are fuelling the proposal of policies over restrictive of speech in several experiences, without any promise of efficiency. In fact, there is relevant indication that these policies can be used as proxies to regulate undesired speech and crack down on political dissent. Privileging regulatory strategies that aim at data and structure rather than content is not only important to preserve freedom of expression and societal debate as pillars of democracy. These regulatory strategies also bear greater potential to address the transformations promoted by digital communication practices. It should be highlighted, however, that this is a small piece of the puzzle, as the spread and effects of disinformation in current scenarios is shaped by various conditions of different nature, that go way beyond the ways through which states regulate digital communications.
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